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SUMMARY

A 3D parallel overlapping scheme for viscous incompressible flow problems is presented that combines the finite
element method, which is best suited for analysing flow in any arbitrarily shaped flow geometry, with the finite
difference method, which is advantageous in terms of both computing time and computer storage. A modified
ABMAC method is used as the solution algorithm, to which a sophisticated time integration scheme proposed by
the present authors has been applied. Parallelization is based on the domain decomposition method. The RGB
(recursive graph bisection) algorithm is used for the decomposition of the FEM mesh and simple slice
decomposition is used for the FDM mesh. Some estimates of the parallel performance of FEM, FDM and
overlapping computations are presented.# 1997 by John Wiley & Sons, Ltd.
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1. INTRODUCTION

The overlapping grid technique has gradually become one of the most popular algorithms in the field
of computational fluid dynamics, allowing flows with arbitrarily shaped flow geometries to be
analysed, such as flow around aeroplanes or in solving moving body problems. This technique divides
the global analysis region into subregions and solves each subregion separately, independently of the
other subregions. Computed results are exchanged between subregions as boundary conditions. From a
mesh-generating point of view, this scheme is thought to be better than conventional schemes, because
it is easier to generate an FEM mesh, particularly if it is only required near an arbitrarily shaped wall,
rather than an FEM mesh, which must be generated throughout the entire region of interest.

Nakahashi and Obayashi1 presented an FDM=FEM zonal approach to analyse compressible flows
in turbine cascades and compressor blade rows. In this approach the regions near turbine cascades
and compressor blades are covered by a boundary-fitted grid and the remaining regions are covered
by a finite element mesh. The authors, however, have proposed an FEM=FDM overlapping scheme
for viscous incompressible flows, which they have applied to two-dimensional moving body
problems around high-speed trains.2 The strategy behind this scheme is to use the FEM in regions
near the wall boundaries and the FDM in other regions. This combination enables accurate solutions
to be obtained for boundary layers and reduces computational storage and time requirements. The
modified ABMAC method proposed by Viecelli3 has been used as the basic algorithm for solving the
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Navier–Stokes equations. In addition, the time integration schemeproposedby the authors4 with
second-order accuracyhasbeenusedto ensurestablecomputations.This schemewasextendedto the
three-dimensional heatandmasstransferandmoving body problemsin Reference5 by the authors.
Ogawa andFujii 6 appliedthe overlapping techniqueto three-dimensionalhigh-speed train problems
using boundary-fitted grids both for subregionsnearthe train andfor othersubregions.

Theparallelizationof this schemeis importantandnecessaryto solvelarge-scaleproblemssuchas
the lake fluid motion problemscomputed in Reference5 or to obtain more accurate solutionsfor
moving body problems such as high-speed train problems. We have applied the domain
decomposition technique to parallelize this scheme.It is well known that the RSB (recursive
spectral bisection) method7 can produce the best surface=volume ratio among various domain
decomposition algorithms.However, the standard RSB method requires a lot of CPU time and
memory to achievegood decomposition, because an eigenvalueproblem has to be solved in the
algorithm. To improve the CPU and memory requirements, multilevel formulations of RSB were
developedby variousresearchgroups. On the otherhand,it is well known that the RGB (recursive
graphbisection) method8 requires lessCPU time and memory than standard RSB, althoughRGB
produces a relatively worse surface=volume ration than the RSB method.We selectedthe RGB
method for the first try of performance estimates. For FDM parallelization, simple slice
decompositionwasused.

In this paperwe first describe the FEM=FDM overlapping schemeand its parallelization, then
showtheparallelperformance of FEM, FDM andoverlapping computationsusingsimple benchmark
problemssuchasthree-dimensional cavity problemsandflow arounda sphere.

2. FEM=FDM OverlappingScheme

2.1. Solutionalgorithm

Thegoverningequationsfor viscousincompressibleflow problemsaregiven by theNavier–Stokes
equations andareexpressedin tensorform using the summationconventions

_Ui � �UjUi�; j � ÿP;i=r� nUi; jj; �1�

Ui;i � 0; �2�

where Ui is the velocity componentin the xi-direction, r is the density, n is the kinematic viscosity
and the superscripted dot indicatesa time derivative. The boundary conditions are given on the
boundaryG �G � G1 � G2� as

Ui �
�Ui on G1; �3�

niP=rÿ nnjUi; j � 0 on G2; �4�

where theoverbarindicatesaprescribedvalueandni is thedirectioncosinewith respectto thexi-axis
of thenormal n drawnoutwardson theboundaryG. Equation(3) representsfixedvelocity conditions
andequation (4) representsstress-free conditions.

The finite element methodbasedon the ABMA C method3 is a time-marchingmethod;to ensure
stable and accuratecomputations,the time integrationschemeproposed by the authors4 hasbeen
used.To explain the time integration methodbriefly, the Navier–Stokesequation (1) is rewritten as

_Ui � Fi ÿP;i; �5�

Fi � ÿ�UiUj�; j � nUi; jj; �6�
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whereP � P=r. If thevaluesof Ui andP at time t � nDt areassumedknownandarerepresented as
Un

i andPn, thevelocity componentsat time t � �n � 1�Dt; Un�1
i , canbeobtained usingTaylor series

expansion for Ui:

Un�1
i � Un

i �
_Un

i Dt � �Un
i Dt2

=2 � Un
i � �Fn

i ÿP
n
;i�Dt � �

_Fn
i ÿ

_P
n
;i�Dt2

=2: �7�

When the Reynolds number is large, the advection terms dominate and equation (6) can be
approximated asFi � ÿUjUi; j. Using this relationship, equation (7) canbe transformedas

Un�1
i � Un

i � �Fn
i � n

n
jkUn

i; jk ÿP
n
;i�Dt ÿ _P

n
;iDt2

=2; �8�

where

n
n
jk � Un

j Un
kDt=2: �9�

By performing time integrationof (1) throughthe useof (8) we are able to establish a stableand
accurate analysis,4 eliminating latent numerical instabilities unavoidably introduced through the
conventional Euler integration scheme which neglectsthe higher-order terms in (7).

TheABMAC method,3 which is a fully explicit, two-stepprediction–correction-typescheme,was
applied to solve (1) by both FEM and the FDM. Flow analysisbasedon the ABMAC method
employs the following two-step procedure in which time steps areseparated by the incrementDt:

step1

~Ui � Un
i � �Fn

i � n
n
jkUn

i;jk ÿP
n
;i�Dt; �10�

step 2

Un�1
i � Un

i � dUi; P
n�1

� P
n
� dP; �11�

where

dUi �
P

ddUk
i ; dP �

P
ddPk

: �12�

where

0Un�1
i �

~Ui;
kUn�1

i �

kÿ1 Un�1
i � ddUk

i ; k � 1; 2; . . . ; L; �13�
0
P � P

n
;

k
P

n�1
�

kÿ1
P

n�1
� ddPk

; k � 1; 2; . . . ; L; �14�

where

ddPk
� ÿDt

kÿ1Un�1
i;i ; �15�

ddUk
i � ÿDtddPk

;i=2; �16�

Dt is a relaxation parameterfor thepressurecalculation andL is thenumber of iterationsfor step 2.
Theseiterations continueup to L cyclesuntil the averagevalue of the divergence of kUn�1

i falls
below somedefinederror limit. In this modified ABMA C methodthe critical Courantnumber is
about0�5 for three-dimensional application problemsfrom our experience,because Euler forward
time integrationis usedfor themomentumequation in step1. TheGalerkinmethodwasemployed for
the finite element formulations anda conventional centraldifferenceschemefor a collocation grid
wasusedfor discretizationsof (10)–(16) in thefinite differenceformulations.For detailsof theFEM
formulationsfor the ABMA C method,seeReference2.
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2.2. Data exchangebetween FEM and FDM domains

We will now consider the2D analysisof flow using anFDM meshandanFEM mesh asshownin
Figure 1. Originally, the finite differencemethodutilized a staggered meshfor flow analysis. In the
present analysis we havedefinedvelocity components at grid pointsandpressureat the centreof a
grid cell (collocationgrid) asmentionedabove.This is doneto maintainconsistencywithin thefinite
elementmethodandto simplify computerprogramming.Thevalueof velocity atnodalpointsandthe
value of pressureat thecentreof anelement on theFEM interboundary areprojectedfrom theFDM
mesh asessentialboundaryconditionsfor theFEM analysisandvice versa. Before theprojectionthe
elementnumber in which an FEM interboundary nodeis located andthe local co-ordinatevaluesin
theelement haveto becomputed. It is relatively easyto obtaintheelementnumberandthe local co-
ordinatevaluesfor theFEM interboundaries,while thereversecaserequires some manipulation. The
same shapefunction asusedin the finite elementformulationwasappliedto the projectionof FDM
interboundary nodes.To obtain the element numbersandthe local co-ordinatevaluesfor the FDM
interboundaries, the Newton–Raphsonmethodwas employed. SeeReference2 for details of the
aboveprocedures.Thespeedof theseprocedureshasa greatinfluenceon theoverall performance of
the overlapping schemewhen solving moving body problems,becausethese procedureshaveto be
called at every time step. The speedof the parallel versionsof theseprocedures has not been
investigatedso far. Therefore moving body problems wereexcludedfrom this paper.

3. PARALLEL IMPLEMENTATION

3.1. FEM computations

In this research theHitachi SR4300,whose specificationsaregiven in TableI wasusedfor parallel
computations.The SR4300is an MIM D machine which hasa native message-passing library for
communicationsbetween nodes.Peakperformance is 266 Mflopspernode.Our systemhas48 nodes
andglobal peakperformance is 12�6 Gflops. The systemhas40 nodesof 64 MB memory andeight
nodesof 128 MB memory, soa total of 3�6 GB of memoryis available.Thesystemconstitutesakind
of largeworkstationcluster.

For parallelimplementation of unstructuredmeshcomputationsthedomaindecomposition method
is generally usedandcanbeimplementedmoreeasilyfor explicit schemesthanimplicit schemes. As
mentionedin Section 1, the RSB (recursive spectralbisection) method7 is well known to be ableto
produce the minimum surface=volume ratio for a domain, which meansthat the best possible
communication performance betweendomains canbeachieved. However, thestandardRSBmethod

Figure1. Strategyof FEM=FDM overlapping scheme
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needsa lot of computingtime andmemoryto decompose the mesh, becausean eigenvalueproblem
hasto besolvedin thealgorithm. To ameliorate theseproblems,multilevel formulationsof RSBwere
developed by various researchgroups. In the present implementation the RGB (recursivegraph
bisection) method,8 which is well known to require less computing time and memory than the
standardRSBmethod,wasselectedfor the first try of performance estimates.Thestrategy for FEM
parallelization is shown in Figure 2. We will now considerthe correction of thevelocity component
UiA in domain A. In normalcomputations,elemental residues dUie calculatedin elementsadjacentto
a nodearescatteredto thenodeandthescatterednodalresidual dUi is addedto Ui. At a nodeon the
interboundary, scattering is different from normalcomputations.First, elemental residuals dUieB in
domain B arecalculatedin elementsadjacentto thenodeon the interboundary. ThesedUieB arethen
scatteredto dUiB asnodalresiduals.The valueof dUiB is sentfrom domain B to domainA andadded
to dUieb calculated in domainA. Finally, dUiA is addedto Un

iA andthe correctedUn�1
iA is obtained.

The reservecaserequiresexactly the sameprocedures.
In the actual implementation, good communication performance cannotbe achievedif node-to-

node communication is used. Therefore, in the present implementation, domain-to-domain
communication has beenemployed by packing all the residual data which should be sent from
one domain to another. This packing technique is essential to obtain high communication
performance.

3.2. FDM computations

Figure 3 shows the strategyfor FDM parallelization. As mentionedin Section1, slice domain
decompositionwasusedfor FDM parallelization asshownin Figure3. Theanalysisdomain is sliced
along the axis whose dividing number is the largest.The broken line showsimaginary analysis

Table I. MachineSpecification

Machine Hitachi SR4300

Numberof processors 48
Peakperformance 266 Mflops648�12�8 Gflops
Memory 64 MB640�128 MB6 8� 3�6 GB
Disk 9 GB6 4�1 GB6 44� 80 GB

Figure2. Strategyfor FEM parallelization
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regions for eachdomain, andvelocity andpressurein imaginary analysisregionsarebrought from
adjacentdomains. Af ter this procedure,nodalvelocitieson theinterboundary arecalculatedasusual.
For the example in Figure 3, Ui�2; j; k� and P�1; j; k� in domain B aresentto Ui�NX � 2; j; k� and
P�NX � 1; j; k� in domainA respectively and Ui�NX ; j; k� and P�NX ; j; k� in domain A are set to
Ui�0; j; k� andP�0; j; k� in domainB respectively. Packingcommunicationsof Ui andP havebeen
employed for the purpose of achieving good communication performance. Communication occurs
only betweenadjacentdomainsin thecaseof slicedomaindecomposition, andthesize of datato be
communicated is generally largerthanfor FEM communications.This is becausea largermeshsize
is generally usedfor the FDM thanfor the FEM in the presentoverlapping scheme.

3.3. Overlapping computations

Two implementationtypescaneasily beconsideredfor theoverlapping schemeasshown in Figure
4. TypeA is SPMD(single-programmemultile-data)-typeprogrammingandcanbasicallyutilize the
structureof aserialprogramme.In typeA bothFEM andFDM meshesaredecomposedinto thesame
number of domains. For the example in Figure 4 the meshesare decomposed into four domains:
FEM1, FEM2, FEM3 andFEM4 for the FEM meshandFDM1, FDM2, FDM3 andFDM4 for the
FDM mesh.Thenprocessor1 computedFEM1 andFDM1, processor2 computes FEM2 andFDM2,
etc. For thepurpose of easyexplanation,the domaindecomposition of theFEM mesh in Figure 4 is
simplified and the number of domains adjacent to one domain is only two, as in the FDM
decomposition. However, the number of adjacentdomains is more than two in general for an
arbitrarily shaped mesh andcommunicationsfor FEM computationsarerandomlyexecuted over all
the domains, while communications for FDM computations are executed only between adjacent
domains.Communicationsfor overlapping computationsarebasicallyexecutedoverall thedomains,
althoughthese communicationscould create load imbalance,to be discussed later. FEM andFDM
computationscanbe separately achievedbecauseof mutual independence.Therefore type B canbe
considered for parallel implementation of the overlapping scheme. In type B the FEM mesh is
generally decomposed into a different numberof domains from the FDM mesh. In the example in
Figure 4, both FEM and FDM meshesare decomposedinto two domainsonly for simplicity of
explanation. TheFEM mesh is decomposedinto FEM1andFEM2andtheFDM meshis decomposed
into FDM1 andFDM2. Processor1 computed only FEM1, processor2 computes FEM2, processor3
computes FDM1 and processor 4 computed FDM2. Only communications for overlapping

Figure3. Strategyfor FDM parallelization
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computationsareexecutedoverall thedomains. TableII gives a comparisonbetween types A andB.
Both typesA andB haveto considerloadbalancingbetween domainsfor eachFEM or FDM mesh.
In addition, type B has to consider load balancing between FEM and FDM computations.It is
difficult to achieve good load balancing between FEM and FDM computations, becausethe
computing speedof each FEM or FDM computing module depends largely on the number of
elementsin onedomainandprocessorshaveto be appropriately distributed to eachFEM or FDM
computation.Therefore,from the load-balancingpoint of view, type A is superiorto type B. On the
other hand,thesurface=volumeratio of typeA for thedecomposeddomainis largerthanthatof type
B. This generally meansthat more communication time is requiredfor type A than for type B,
becausethe number of nodesor elementsin onedomain for type A is smallerthanthat for type B.
From the viewpoint of communication time, type B is superior to type A. We suppose that the
difficulty of load balancing in type B dominates the overall performance of overlapping
computations,althoughwe havenot yet investigated that point. Thereforewe selectedtype A.

Figure 5 showscommunications between FEM and FDM meshes.In this example of the two-
dimensional circular cylinder problem,FEM1 andFEM3 arelocated overFDM1 andFDM2, FEM2
is located in FDM1 andFEM4 is locatedin FDM2. FDM3 and FDM4 require no communication.
That is, communicationsbetween FEM andFDM meshesareconcentratedonprocessors1 and2. For
this reason,communication in this implementation could createimbalance.

Finally, the flow chartof a singleprogrammefor overlapping computationsis shownin Figure6.
As mentionedabove,this implementation excludesthesolutionsto moving bodyproblems,which is

Figure4. Parallelization typesfor overlappingscheme

Table II. Comparisonof typesA andB

Type A Type B

Load balancing Betweendomains Betweendomains
for eachmesh for eachmeshand

betweenFEM and
FDM

Surface=volumeratio Large Small
(numberof nodesin
onedomainis smaller
thanfor type B)
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why the communication data-generating part for overlapping is locatedoutsidethe time loop. The
performanceof this part has a large influenceon the overall performanceof the programmefor
moving body problems.

4. PERFORMANCE ESTIMATES

4.1. FEM performance

The programme in this implementation can deal with a single mesh,i.e. a single FEM mesh or a
single FDM mesh.To estimate FEM computations,thethree-dimensionalrectangular meshshown in
Figure 7 was usedand the simple duct flow problemwas solved.The reasonfor using the simple
rectangular meshis to comparefairly theFEM performancewith theFDM performancediscussed in
the next subsection. In the caseof a more complex-shapedFEM mesh the performancecould be

Figure6. Flow chart for paralleloverlapping scheme

Figure5. Communications betweenFEM andFDM meshes
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worsethanthefollowing results.Theperformance doesnot dependon theflow problemto besolved
but dependson the numberof iterationsfor step2 of the ABMA C method.

In theseestimatesthe numberof iterationswasset to 50 for the measurementsof the CPU time,
from theauthors’ experience,to getaccurate solutions.Therefore communicationswereexecuted51
timespertime loop.This iteration is thesamethroughoutthemeasurementsin thispaper.NX, NYand
NZ are the dividing numbersalong the x-, y- andz-axis respectively. The relationship betweenthe
number of processors and computingperformance including the communication part for the FEM
wasmeasuredfor two cases in the figure. For both cases1 and2 the size of the problemincreases
almostlinearly with the number of processors. In case1, NX, NY andNZ increasesimultaneously,
while only NX increasesin case2. The maximum number of nodesfor 32 processors is about
640,000.The performancecurves shows goodparallel performance.Up to 32-processorcalculations,
about90%parallelefficiency wasachieved. It wasprovedthat thedomaindecompositionmethodby
the RGB algorithmfor FEM computations showsgoodparallelperformance, owing to the effect of
packing communication data.

4.2. FDM performance

To estimate FDM computations, the same three-dimensional rectangular problem as shown in
Figure 7 wasused.The relationshipbetween the number of processorsandcomputingperformance
including thecommunicationpart for theFDM wasmeasuredfor the two cases in Figure8 similarly
to theFEM estimate.Forboth cases1 and2 thesizeof theproblemincreasesalmostlinearly with the
number of processors.In case1, NX, NYandNZ increase simultaneously,while only NX increasesin
case2. In case2 thenumberof interboundarynodesdoesnotchangewith theproblemsizebecauseof
the slice domain decomposition. The maximum number of nodes for 32 processors is about
6,300,000.Theperformance curvefor case1 doesnot showgoodperformance,whilst that for case2
shows good parallel performanceand about84% parallel efficiency was achievedfor calculations
using up to 32 processors. This is becausethe surface=volumeratio of case1 is larger than that of
case2 andthedatasize for communications is 10 timeslargerthanthat for theFEM cases. Because
case1 is moregeneralthancase2, it canbe provedthat the slice decomposition methodfor FDM

Figure7. Performanceof FEM computations
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computationsshows bad parallel performancefor very-large-scale problems even if the effect of
packing communicationdata is included. Improvements in this communication speedhave to be
achievedin future.

4.3. FEM=FDM performance

Figure 9 showsa numericalexample of three-dimensional flow arounda sphereat a Reynolds
number of 100.Thefigure includesthedecomposedsphere meshdivided into eightdomains andthe

Figure8. Performanceof FDM computations

Figure9. Numericalexampleof overlappingscheme
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fluid velocity profilesfor FEM andFDM meshesat the centresection of the sphere.The computed
results showqualitatively theflow patternaroundthesphere.Fromthis computation it wasableto be
confirmedthat this implementationwascorrectanddoesnot includeabnormal communications.To
estimate the performanceof FEM=FDM overlapping computations,the three-dimensionalsphere
problemis shownin Figure10. The problemsizebasedon thenumber of processorsis shown in the
table.The performance curves for eachFEM or FDM computation seemto havethe sametendency
as thoseof single-mesh computations.Efficiencies are slightly worse than those for single-mesh
measurements becausethe problem size is smaller. The overall performancecurve is a little worse
than the FDM curve but not too far from the FDM curve. This meansthat communications for
overlapping show almost the same parallel performanceas FDM computations and have little
influenceon overall performance in this implementation.However, it is possiblefor theoverlapping
communication part to dominate the overall performance if the FDM computationpart is improved.
Improvement of this part is necessary to achievehigher overall performance.

5. CONCLUSIONS

A three-dimensional parallel FEM=FDM overlapping schemewas developedfor the purpose of
solving large-scaleproblems.An SPMD-typeprogramming modelwasusedfor this implementation.
Performancewasestimatedusingthe Hitachi SR4300, which is basically an MIMD machine with a
kind of largeworkstationcluster. Estimatesfor FEM computationsusing adomain-decomposedmesh
by theRGB method showgoodparallelperformance andcanmaintain about90%parallel efficiency
for computations involving up to 32 processors. From performanceestimatesfor FDM computation
using slice decomposition, communications for FDM calculation were proved to be improved for
large-scaleproblems.From overall performance estimatesit was proved that communications for
overlappinghavelittle influenceon overallperformance in this implementation.Speed-up of thedata
generationpart for overlapping communicationshasnot yet beenconsidered.Consequently, moving
body problems havebeenexcludedin this paper.

Figure10. Performanceof FEM=FDM overlappingcomputations
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