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SUMMARY

A 3D parallel overlapping scheme for viscous incompressible flow problems is presented that combines the finite
element method, which is best suited for analysing flow in any arbitrarily shaped flow geometry, with the finite
difference method, which is advantageous in terms of both computing time and computer storage. A modified
ABMAC method is used as the solution algorithm, to which a sophisticated time integration scheme proposed by
the present authors has been applied. Parallelization is based on the domain decomposition method. The RGB
(recursive graph bisection) algorithm is used for the decomposition of the FEM mesh and simple slice
decomposition is used for the FDM mesh. Some estimates of the parallel performance of FEM, FDM and
overlapping computations are present@d.1997 by John Wiley & Sons, Ltd.
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1. INTRODUCTION

The overlapping grid technique has gradually become one of the most popular algorithms in the field
of computational fluid dynamics, allowing flows with arbitrarily shaped flow geometries to be
analysed, such as flow around aeroplanes or in solving moving body problems. This technique divides
the global analysis region into subregions and solves each subregion separately, independently of the
other subregions. Computed results are exchanged between subregions as boundary conditions. From a
mesh-generating point of view, this scheme is thought to be better than conventional schemes, because
it is easier to generate an FEM mesh, particularly if it is only required near an arbitrarily shaped wall,
rather than an FEM mesh, which must be generated throughout the entire region of interest.
Nakahashi and Obayashiresented an FDMZEM zonal approach to analyse compressible flows
in turbine cascades and compressor blade rows. In this approach the regions near turbine cascades
and compressor blades are covered by a boundary-fitted grid and the remaining regions are covered
by a finite element mesh. The authors, however, have proposed ar;(Fl{H\Moverlapping scheme
for viscous incompressible flows, which they have applied to two-dimensional moving body
problems around high-speed tram$he strategy behind this scheme is to use the FEM in regions
near the wall boundaries and the FDM in other regions. This combination enables accurate solutions
to be obtained for boundary layers and reduces computational storage and time requirements. The
modified ABMAC method proposed by Viecéllhas been used as the basic algorithm for solving the
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1342 M. KAIHO, M. IKEGAWA AND C. KATO

Navier—Stdkes equatons. In addition, the time integration schemeproposedby the author§ with
secoml-order accuracyhasbeenusedto ensurestablecomputations.This schenge wasextendedto the
three-dimenmnal heatand masstransferand moving body problemsin Refeience5 by the authors.
Ogava andFjii ® appliedthe overlapping techniqueto three-dinensionalhigh-sped train problems
using boundary-fited grids both for subrgions nearthe train andfor other subreions.

The paralleization of this schemds importantandnecesaryto solvelarge-scalgroblens suchas
the lake fluid motion problemscompued in Refelence5 or to obtain more accuate solutionsfor
moving body problems such as high-speed train problens. We have applied the doman
deconposition technique to pardlelize this scheme.lt is well known that the RSB (recursve
spectal bisection) method can producethe best surfacg/volume ratio amang various doman
deconposition algorithms. Howeve, the standad RSB methodrequires a lot of CPU time and
memok to achievegood deconposition, becawse an eigenvalueproblem hasto be solved in the
algaiithm. To improve the CPU and memory requiremats, multilevel formulatiors of RSB were
devebpedby variousresearchgroups On the otherhand,it is well known thatthe RGB (recursve
graphbisecton) method requires less CPU time and memoy than standad RSB, althoughRGB
produes a relativdy worse surfacq’volume ration than the RSB method. We selectedthe RGB
method for the first try of performance estimaes. For FDM paralleization, simple slice
deconpositionwasused.

In this paperwe first descibe the FEM/FDM overlapping schemeand its paralleliztion, then
showthe parallelperformane of FEM, FDM andoverlappng computationsusingsimple benchnark
problemssuchasthreedimensonal cavity problemsandflow arounda sphee.

2. FEM/FDM Overlapping Schene

2.1. Solutionalgorithm

The governingequatimsfor viscousincompressibé flow problens aregiven by the Navier—Stokes
equatons and are expressedin tensorform using the sunmation convertions

U, +HUU), =—P,/p+W, ;, (1)

U;; =0, (2)

where U, is the velocity componenin the x;-direction, p is the density Vv is the kinematic viscosty
and the supersdpted dot indicatesa time derivaive. The bounday condiions are given on the

bourdary I'(I'=1I, +1I,) as
Ui :(_]i only, (3)
niP/p_vnjUi,j =0 onl;, @)

where theoverbarindicatesa presribedvalue andz; is the directioncosinewith respecto thex;-axis
of the normal n drawnoutwards on the boundaryl . Equation(3) represatsfixedvelocity conditions
and equatio (4) representsstressfree condtions.

The finite elemen methodbasedon the ABMA C method is a time-marchingmethod;to ensure
stable and accuratecomputations,the time integrationschemepropo®d by the author§ hasbeen
used.To explain the time integration methodbriefly, the Navier—Stdkesequatio (1) is rewritten as

l']i =F; _Hi’ (5)
F,=—UU),+w,, ©)
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PARALLEL OVERLAPPING SCHEME FOR VISCOUSFLOWS 1343

where [1=P/p. If thevaluesof U, andI Tattime s =n/\ areassumednownandarerepresente as
U andIT, thevelocity componentsattime t =(n +1)/, U™, canbe obtainel usingTaylor series
expanon for U;:

Ut AU O AT p =0 +E —TDA G —TDAL. ()

When the Reynots number is large, the advedion terms dominat and equation (6) can be
appraimated as F; ~—U;U; ;. Using this relationdnip, equatio (7) canbe transbrmedas

ot =ur HEr Hvur, —TE)A _1._[,11‘&2/2’ ®)
where
Vi =UMUR 2. ©)

By performing time integrationof (1) throughthe useof (8) we are able to esablish a stableand
accuate analysis? eliminating latent numaical instabilties unavodably introduced through the
converional Euler integration schene which neglectsthe higherordertemrmsin (7).

The ABMAC method® which is afully explicit, two-step prediction—corection-typeschemewas
appied to solve (1) by both FEM and the FDM. Flow analysisbasedon the ABMAC method
empoys the following two-gep procedire in which time steps are separatd by the increment/\:

stepl
U, =Up +HE v, —THA, (10)
st 2
Ut =ur +o0u,, I =IT +oI1 (11)
where
oU, :chSU{‘, 5H:Zd5H‘. (12)
where
oyt =g, kurtt == yrt 14Uk, k=1,2,...,L, (13)
'TI=IF, A == TFH 40l F, & =1,2,...,L, (14)
where
dol'¥ =—Ac—uist, (15)
douf =—Nadlk, /2, (16)

Atis arelaxaton parameteffor the presurecalculaton andL is the numter of iterationsfor step 2.
Theseiterations continueup to L cyclesuntil the aveiage value of the divergerce of "Ui”Jrl falls
belov somedefinederrar limit. In this modified ABMA C methodthe critical Courantnumker is
about0-5 for three-dimen®nd applcation problemsfrom our experience pecawse Euler forward
time integrationis usedfor the momentumequatia in stepl. The Galerkinmethodwasemployed for
the finite element formulatiors and a convertional central differenceschemefor a collocaion grid
wasusedfor discretzationsof (10)-(16)in thefinite differenceformulations.For detailsof the FEM
formulationsfor the ABMA C method,seeReference2.
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Figure 1. Strategyof FEM/FDM overlapphg scheme

2.2. Data exchange between FEM and FDM domans

We will nhow considerthe 2D analysisof flow using an FDM meshandan FEM med asshownin
Figure 1. Originally, the finite differencemethodutilized a staggeed meshfor flow analyss. In the
present analyss we havedefinedvelocity componerg at grid pointsand presureat the centreof a
grid cell (collocationgrid) asmertionedabove.This is doneto maintainconsisencywithin thefinite
elementmethodandto simplify computerprogramming. Thevalue of velocity at nodalpoints andthe
value of pressureat the centreof an element on the FEM interbounday areprojeced from the FDM
mesh asessentiaboundaryconditionsfor the FEM analysisandvice versa Before the projectionthe
elementnumkber in which an FEM interbounday nodeis locaed andthe locd co-ordimate valuesin
the elemant haveto be computdl. It is relativdy easyto obtainthe elementnumberandthelocal co-
ordinatevaluesfor the FEM interboundaies, while the reversecaserequires sorre manipulaton. The
sane shapefunction asusedin the finite elementformulationwasappliedto the projectionof FDM
interbounday nodes.To obtan the elemant numtersandthe local co-ordnatevaluesfor the FDM
interboundares, the Newton—Raphsonmethod was empoyed. See Reference?2 for details of the
aboveprocedurs. The speedof theseprocedireshasa greatinfluenceon the overdl performane of
the overlappng schemewhen solving moving body problems,becawse thes procedureshaveto be
caled at every time step. The speedof the parallel versionsof theseprocedurs has not been
investigatedso far. Therdore moving body problens were excludedfrom this paper.

3. PARALLEL IMPLEMENTATION
3.1. FEM conputations

In thisresearh the Hitachi SR4300whose specificdionsaregiven in Tablel wasusedfor pardlel
computations.The SR4300is an MIM D madine which hasa native mesage-pasing library for
communicaions betwee nodesPeakperformane is 266 Mflops pernode.Our sysemhas48 nodes
andglobd peakperformane is 12-6 Gflops The systemhas40 nodesof 64 MB memol andeight
nodesof 128 MB memoy, soatotal of 3-6 GB of memoryis avaiable. The systemconstitutesakind
of large workstationcluger.

For parallelimplementaton of unstructiredmeshcomputdionsthe domaindecomposibn method
is generdly usedandcanbeimplementedmoreeasilyfor explicit schemeshanimplicit schemesAs
mertionedin Secton 1, the RSB (recursve spectralbisection) method is well known to be ableto
produ@ the minimum surfacq/volume ratio for a domain, which meansthat the best possble
communicaion performane betweendomans canbe achieved Howeve, the standardRSB method
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PARALLEL OVERLAPPING SCHEME FOR VISCOUSFLOWS 1345

Tablel. Machine Specification

Machine Hitachi SR4300

Numberof processors 48

Peakperformance 266 Mflops X 48=12-8 Gflops
Memory 64 MB X40+128 MB X8=3-6 GB
Disk 9 GB X441 GB X44=80 GB

needsa lot of computingtime andmemoryto decompos the med, becausen eigenvalie problem
hasto besolvedin thealgarithm. To ameliorde theseproblemsmultilevel formulatiors of RSBwere
devebped by various researchgroups In the present implementation the RGB (recursivegraph
bisection) method® which is well known to require less computing time and memoy than the
standardRSB method,wasselectedor thefirst try of performane estimatesThe straegy for FEM

pardlelization is shown in Figure 2. We will now considerthe correctian of the velocity conponent
U, in domdn A. In normalcomputdions, elemental residues dU,, calculatedin elementsadjacento

anodearescateredto the nodeandthe scatterechodalresidud dU; is addedto U;. At a nodeon the
interbounday, scatteing is differentfrom normal computations.First, elemental residuds dU, g in

doman B arecalculatedin elementsadjacento the nodeon theinterbounday. ThesedU, g arethen
scatteedto dU,; asnodalresidualsThe valueof dU;; is sentfrom doman B to domainA andadded
to dU,, calculaedin domainA. Finaly, dU;, is addedto U}, andthe correctedUl.’;+l is obtdned.
The reservecaserequiresexactly the sameprocedurs.

In the actual implementation, good communicaion performane cannotbe achievedif nodeto-
node communcation is used. Therefore, in the preent implemetation, domain-tedoman
communicaion has beenemgdoyed by packing all the residud data which shoutl be sentfrom
one domdn to another. This packing techrique is essatial to obtain high commurication
performance

3.2. FDM computdions

Figure 3 shows the strategyfor FDM pardlelization. As mentionedin Section1, slice doman
deconpositionwasusedfor FDM pardlelization asshownin Figure3. The analysisdoman is sliced
along the axis whos dividing numberis the largest. The broken line showsimaginary analysis

Inter-boundary

Domain Decomposition [ dU,5: Elemental residual in Domain B|
(RGB: Recursive Graph | Scatter
Bisection)
iy [ 4U,, : Nodal residual in Domain B |
¥ Send from Domain B to A
% dU,=dU, + dUy
: Add residual B to residual A

¥

Ui’:é Uy+dU,
: Add residual to velocity

Figure 2. Strategyfor FEM parallelization
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Figure 3. Strategyfor FDM paralleliation

regions for eachdoman, and velocity and presurein imaginary analysisregionsare broughtfrom
adjacentdomains After this procadure,nodalvelocities on the interbounday arecalculaedasusual.
For the exampe in Figure 3, U,(2,/,k) and P(1,j,k) in doman B aresentto U,(NX +2,,k) and
P(NX +1,/,k) in domainA respedvely and U,(NX,j, k) and P(NX,/, k) in domdn A are setto
U,(0,/,k) and P(0,;, k) in domainB respedvely. Packingcommuricationsof U; and P havebeen
empoyed for the purpo® of achieving good communicdion performane. Communcation occurs
only betweenadjacentdomainsin the caseof slice domaindecomposibn, andthe size of datato be
communicaed is geneally largerthanfor FEM communicatbns. This is becagea largermeshsize
is genenlly usedfor the FDM thanfor the FEM in the presentoverlappng scheme.

3.3. Overlapphg conputations

Two implementationtypescaneasly beconsideredor the overlappng schemeasshown in Figure
4. TypeA is SPMD (single-progranmemultile-datajtype progammingandcanbasicallyutilize the
strucureof aserialprogramme.In type A bothFEM andFDM meshesredeconposednto thesame
numter of domains For the exampe in Figure 4 the meshesare decomposd into four domains
FEM1, FEM2, FEM3 and FEM4 for the FEM meshand FDM1, FDM2, FDM3 and FDM4 for the
FDM mesh.Thenprocessofl compued FEM1 andFDML1, processoR computes FEM2 andFDM2,
etc For the purpo® of easyexplanation,the domaindecompotiion of the FEM med in Figure 4 is
simplified and the numbker of domans adjacentto one doman is only two, as in the FDM
deconposition. Howeve, the number of adjacentdomans is more than two in generalfor an
arbitrarily shape mes andcommurcationsfor FEM computationsare randomlyexecued over all
the domans, while commurications for FDM computdions are execued only betwee adjacent
domans. Comnunicationsfor overlappng computationsarebasicallyexecuedoverall thedomans,
althoughthee commurcationscould creae load imbalance,to be discussd later. FEM and FDM
computationscan be separatsi achievedbecauseof mutualindependenceTherdore type B canbe
consderedfor pardlel implementation of the overlappng schene. In type B the FEM meshis
geneally decomposd into a different numberof domans from the FDM mesh In the exampe in
Figure 4, both FEM and FDM meshesare deconposedinto two domainsonly for simplicity of
explanation The FEM medh is deconposednto FEM1 andFEM2 andthe FDM meshis decomposd
into FDM1 andFDM2. Processorl compute only FEM1, processor2 computes FEM2, processor3
computes FDM1 and processor4 computed FDM2. Only commurications for overlappng

INT. J. NUMER. METH. FLUIDS, VOL 24: 1341-13521997) (©)1997 by Jchn Wiley & Sons,Ltd.



PARALLEL OVERLAPPING SCHEME FOR VISCOUSFLOWS 1347

-
SFEML;

e m
FEM!

Processorl| | P

FDM1 FDM2 FDM3 FDM4

¥ x 4

& ===l
np Comp, D D, = MY DM
C FEM Communications D] Comp, Comp,
FDM; M: % —= FDM - FDM
onp) || (com, T 2

glzgm rénu;am s Overlapping Communications
S Ovcrlugging Communications )
(a) Type A (SPMD type) (b) Type B MIMD type)

Figure4. Parallelizaion typesfor overlappingscheme

conmputationsareexecuedoverall thedomains Tablell givesacomparisorbetwea types A andB.
Both typesA andB haveto considerdoad balancingbetwee domainsfor eachFEM or FDM mesh.
In addition, type B hasto conster load balanchg between FEM and FDM conputations.It is
difficult to achieve good load balanchg between FEM and FDM conyputations, becausethe
computing speedof eachFEM or FDM computing modue depend largely on the number of
elementsin one domainand processorshaveto be apprgriately distributed to eachFEM or FDM
computation.Therefore,from the load-bahncingpoint of view, type A is superiorto type B. Onthe
othe hand,the surfacq’volume ratio of type A for the decompoed domainis largerthanthatof type
B. This genenlly meansthat more communicdion time is requiredfor type A than for type B,
becasethe numkber of nodesor elementsn onedoman for type A is smallerthanthat for type B.
From the viewpoint of commurication time, type B is superiorto type A. We suppos that the
difficulty of load balancing in type B dominatesthe overdl performance of overlappng
computations,althoughwe have not yet investigaed that point. Thereforewe selectedype A.

Figure 5 showscommurications betwee FEM and FDM meses. In this exanple of the two-
dimensgond circular cylinder problem, FEM1 andFEM3 arelocated over FDM1 andFDM2, FEM2
is located in FDM1 and FEM4 is locatedin FDM2. FDM3 and FDM4 require no commurication.
Thatis, commuricationsbetwee& FEM andFDM medesareconcerratedon processorsl and2. For
this reason commurication in this implementatbn could createimbalance

Finally, the flow chartof a single progmammefor overlappng computationsis shownin Figure6.
As mentionedabove this implementaton excludesthe solutionsto moving body problems,which is

Tablell. Comparisorof typesA andB

TypeA TypeB
Load balancing Betweendomains Betweendomains
for eachmesh for eachmeshand
betweenFEM and
FDM
Surfacgvolumeratio Large Small

(numberof nodesin
onedomainis smaller
thanfor type B)
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Figure5. Communicabns betweenFEM and FDM meshes

why the commurication data-genetting part for overlappng is locatedoutsidethe time loop. The
performanceof this part has a large influence on the overall performance of the progmamme for

moving body problerrs.

4. PERFORMANCE ESTIMATES

4.1. FEM performance

The programme in this implementation can deal with a single mesh,i.e. a single FEM mes or a
singe FDM mesh.To estimae FEM computdions, the three-dimensionalrectangilar meshshown in
Figure 7 was usedand the simple duct flow problemwas solved. The reasonfor usingthe simple
rectangilar meshis to comparefairly the FEM performancewith the FDM performancediscussd in
the next subsetion. In the caseof a more complexshapedFEM med the performancecould be

Start

Input decomposed FEM mesh |

Decompose FDM mesh|

Generate data for communications for overlappiné

[N=1,NMAX][—

ABMAC

1st step for FEMI

Communications for FEM|

ABMAC

1st step for FDMI

Commun

ications for FDM |

Communications for overlapping|

=m

ABMAC 2nd step for FEM]|

End

Figure6. Flow chartfor parallel overlappng scheme
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Case Case 2

No. of No. of No. of
CPU | NXXNYxNZ nodes NXXNYxNZ nod

1 26 X26X26 19683 | 26X26X26 | 19,683 |
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Y NX i T s T ot s Tt
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__1000 :
§ % === Casel
§ #- =+=. Case?
< £ — Ideal
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g =7
I:E V4
30
1 10 32
Number of processors

(c) Performance

Figure 7. Performanceof FEM computatbns

worsethanthe followi ng results.The performane doesnot dependon the flow problemto be solved
but dependon the number of iterationsfor step2 of the ABMA C method.

In theseestimaesthe numberof iterationswas setto 50 for the measuementsof the CPU time,
from the authas’ experence,to getaccurae soluions. Therdore commuricationswereexecued 51
times pertime loop. This iteration is the samethroughoutthe measurementsn this paper.NX, NYand
NZ arethe dividing numbersalongthe x-, y- and z-axis respectivey. The relationdip betweenthe
numter of process@ and computingperformane including the commurication part for the FEM
was measuredfor two case in the figure. For both casesl and 2 the size of the problemincreases
almostlinealy with the number of processa. In casel, NX, NY and NZ increasesimultaneously,
while only NX increasesn case2. The maxmum numkbker of nodesfor 32 processa is about
640,M0. The performancecurves shows goodpardlel performane. Up to 32-processorcalculatons,
about90% parallel efficiengy wasachieved It wasprovedthatthe domaindeconpositionmethodby
the RGB algorithmfor FEM computadions showsgood parallel performance owing to the effect of
packing communicaion data

4.2. FDM performance

To esimate FDM computdions, the sarre three-dimen®nd rectanglar problem as shownin
Figure 7 wasused.The relationship betwea the numker of processorsand computingperformance
including the commurication partfor the FDM wasmeasuredfor thetwo case in Figure 8 similarly
to the FEM estimae. For both casesl and?2 the sizeof the problemincreaseslmostlinealy with the
numker of processorsin casel, NX, NY andNZ increag simultaneously while only NX increagsin
case?. In case? thenumberof interboundarynodesdoesnot changewith the problemsizebecaseof
the slice doman decompotion. The maxmum number of nodesfor 32 process® is about
6,30Q000.The performane curvefor casel doesnot showgoodperformane, whilst thatfor case2
shows good parallel perfoomanceand about84% parallel efficiengy was achievedfor calculatons
using up to 32 processa. This is becawse the surfacgvolumeratio of casel is largerthan that of
case2 andthe datasize for communicdionsis 10 timeslargerthanthatfor the FEM case. Because
casel is more generalthancase2, it canbe provedthat the slice decomposibn methodfor FDM

(©1997by JohnWiley & Sons,Ltd. INT. J. NUMER. METH. FLUIDS, VOL 24: 1341-13521997)
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No. of Case Case 2
<~ |cPu | NXxNYxNZ nN:d;f NXxNYxNz | No. of
1 | 57X57%57 | 195.112] 57X57X57] 195112
NZ 2 | 72X72X72 | 389,017] 114X57X57| 386,86
4 | 01Xx01X9] | 778,688 228X57X57| 770.35
NY 8 [115X115X115]1.560.896] 456X 57 X 57]1.537,34
NX 3
< 16 | 146X 146X146]3,176.523] 912X 57 X57]3.071,332
(a) Mesh configuration 32 184X 184X 1841 6.331,625] 1824 X57X5716.139,300
(b) Problem size
1
21888 ~ === Casel
= " —.= Case2
z 771 | — Ideal
: -
a"
E 100 £
b= &
n‘: 7
40
1 10 32
Number of processors
(c) Performance

Figure 8. Performanceof FDM computations

computationsshows bad parallel performancefor very-large-scée problens evenif the effect of

packihg communicationdatais included. Improvemats in this communicdion speedhaveto be
achievedin future.

4.3. FEM/FDM performance

Figure 9 showsa numericalexampé of threedimensonal flow arounda sphereat a Reynolds
numter of 100. Thefigure includesthe decomposd sphee meshdivided into eightdomans andthe

(a) Domain dascomposition
of sphare mesh

Sttt o 7
e t———
ve————————
R ——

{c) FDM rssult

Figure 9. Numericalexampleof overlappingscheme
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No. of FEfM FDM
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Figure 10. Performanceof FEM/FDM overlappingcomputations

fluid velocity profilesfor FEM and FDM mesesat the centresecton of the sphere The computed
resuts showqualitativey theflow patternaroundthe sphee. Fromthis computdion it wasableto be
confirmedthat this implementationwas correctand doesnot include abnormé& commurications.To
esimate the performanceof FEM/FDM overlappng computations,the three-dinensionalsphere
problemis shownin Figure10. The problem size basedon the number of processorss shown in the
table. The performane curves for eachFEM or FDM computatio seemto havethe sametendency
as those of single-mesh computations.Efficiencies are slightly worse than those for singe-mesh
measuremats becase the problem size is smaller The overdl performancecurveis a little worse
than the FDM curve but not too far from the FDM curve. This meansthat commurications for
overlapping show almost the sane paralkel performanceas FDM computatios and have little
influenceon overdl performane in this implementation. Howeve, it is possiblefor the overlapping
communicaion partto dominat the overall performane if the FDM computationpartis improved.
Improvemat of this partis necesaryto achievehigher overdl performance

5. CONCLUSIONS

A three-dmensiond pardlel FEM/FDM overlapping schemewas developedfor the purpog of
solving largescaleproblems.An SPMD-type progranming modelwasusedfor this implementation.
Perbrmancewasesimatedusingthe Hitachi SR430, which is basicaly an MIMD macdine with a
kind of largeworkstation cluste. Estimatesfor FEM computdionsusing a domain-decomposedmesh
by the RGB methal showgoodparallel performane andcanmaintan about90% pardlel efficiengy
for computatims involving up to 32 processa. From performanceestmatesfor FDM computation
using slice decompotion, commurcationsfor FDM calculation were proved to be improved for
largescale problems.From overall performane estimatesit was proved that commurications for
overlappinghavelittle influenceon overall performane in thisimplementaton. Speedudp of the data
geneation partfor overlappng commuricationshasnot yet beenconstered.Consequetly, moving
body problens havebeenexcludedin this paper
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